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Abstract. The approximation ratio of the longest processing time (LPT)
scheduling algorithm has been studied in several papers. While the tight
approximation ratio is known for the case when all processors are identi-
cal, the ratio is not yet known when the processors have different speeds.
In this work, we give a tight approximation ratio for the case when the
number of processors is 3,4, and 5. We show that the ratio for those
cases are no more than the lower bound provided by Gonzalez, Ibarra,
and Sahni (SIAM J. Computing 1977). They are approximately 1.38 for
three processors, 1.43 for four processors, and 1.46 for five processors.
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1 Introduction

Theoretical analyses of algorithms for scheduling problems have been conducted
in several recent works such as [5, 10] (refer to [14] for a survey). Several com-
putation environments are considered in the works, but we will focus on the
following environments in this paper:

– Offline: All task information are available before the execution of a schedul-
ing algorithm

– Makespan minimization: The scheduling algorithm aims to minimize the
computation time needed by the processor that finish later than others.

– No precedence constraints: Tasks can be executed in any order.
– Uniform processor: Let the size of task i be t(i) and let the speed of

processor p be s(p). Then, the calculation time of the task at the processor
is t(i)/s(p).

The above setting is called as Q||Cmax in scheduling literature [14]. The problem
is NP-hard even when we have two processors with the same speed [13, 4]. A
polynomial time approximation scheme for this setting is known [9], but they
are practically slow. We believe that it is more common to solve this problem
using other scalable algorithms. Among those algorithms, the longest processing
time (LPT) algorithm is one of the most well-known. The algorithm can be
described as follows:

1. Set w(p) = 0 for any processor p.
2. Take i as one of the largest tasks that have not yet been assigned to any

processor.
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3. Take p as one of processors which minimizes w(p) + t(i)/s(p).
4. Assign task i to processor p and set w(p) as w(p) + t(i)/s(p).
5. Go back to Step 2 until all tasks are assigned.

2 Previous Works

The approximation ratio of the LPT algorithm is analyzed in several works.
Dobson [2] gave an instance where the approximation ratio of LPT is 1.512 and
proved the worst-case approximation ratio of LPT is not greater than 19/12 ≈
1.583. Friesen [3] gave an instance where the approximation ratio of LPT is
1.52 and proved the worst-case approximation ratio of LPT is not greater than
5/3 ≈ 1.667 by different approach from [2]. Later, Kovács [12] gave an instance
where the worst-case approximation ratio of LPT is greater than 1.54 and less
than 1 +

√
3/3 ≈ 1.577.

The ratio for several special cases are also studied in several papers. Those
include the case where only one processor has a different speed [6, 11], the case
all speeds of processors are a power of two [11], and the case where a ratio of
speeds is a parameter [1].

In this talk, we consider a special case when the number of processors is a
parameter. Suppose that the number of processors is m. We calculate the ap-
proximation algorithm in term of m. As the number of processors in distributed
computation is usually small, we strongly believe that analyzing this special case
is very important to understand the nature of the LPT algorithm.

Although its importance, there are only two previous works for this special
case. Graham [7, 8] show that, when all processors are identical, the tight ap-
proximation ratio is 4/3−1/(3m). Gonzalez, Ibarra, and Sahni [6] show that the
ratio is no larger than 2m/(m+1). Denote the unique positive root of the equa-
tion 2xm − xm−1 − · · · − x− 2 = 0 by ρm. By a calculation, we have ρ2 ≈ 1.28,
ρ3 ≈ 1.38, ρ4 ≈ 1.43, and ρ5 ≈ 1.46. The authors of [6] also gave a series of
instances with m processors where the approximation ratio of LPT is ρm. In
addition, it is shown in the same paper that, when m = 2, the tight ratio is ρ2.

3 Our Contributions

We show that the lower bound given by Gonzalez, Ibarra, and Sahni [6] is tight
also for m = 3, 4, 5. In other words, ρ3, ρ4, and ρ5 are tight approximation ratios
when the numbers of processors are 3, 4, and 5 respectively. Formally, we show
the following theorem:

Theorem 1. When m = 3, 4, 5, the worst-case approximation ratio of LPT on
uniform processors is ρm.

Suppose that the number of tasks is n. An informal sketch of our proof is as
follows:

1. We show that, if the worst approximation ratio is attained when n = m+1,
then the worst approximation is ρm.



Worst-Case Analysis of LPT Scheduling for Non-Identical Processors 3

2. We show that the worst ratio is not attained when n = m+ 2.
3. We show that, when m ∈ {3, 4, 5}, the worst approximation ratio is attained

only when n ≤ m+ 2.
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